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| 1BM SP2/80 IBM P690

14 GFLOPS 590 GFLOPS
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IBM 1350

19.9 TFLOPS
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Formosal

973 GFLOPS
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177 TFLOPS
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400+ GPUs

10 PB storage
InfiniBand 200Gbps
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€’ NCHC@TOP500 History (2011~2025)

System

Nano 4
- ASUS ESC N8-E11V, Xeon Platinum 8480+ 56C 2GHz, NVIDIA H200 SXM5
141 GB, Infiniband NDR400, RHEL

Nano 5
Xeon Platinum 8480+ 56C 2GHz

Forerunner 1
- ASUS RS723Q-E11-RS24, Xeon Platinum 8480+ 56C 2GHz, Infiniband NDR200

Taiwania 2
- QCT QuantaGrid D52G-4U/LC, Xeon Gold 6154 18C 3GHz, Mellanox InfiniBand
EDR, NVIDIA Tesla V100 SXM2

Taiwania 3
- QCT QuantaPlex T42D-2U/4N, Xeon Platinum 8280 28C 2.7GHz, InfiniBand HDR 100

Taiwania
- PRIMERGY CX2550 M4/CX2560 M4/CX2570 M4, Xeon Gold 6148 20C 2.4GHz, Intel
Omni-Path

ALPS (Windrider)

- Acer AR585 F1 Cluster, Opteron 12C 2.2GHz, QDR infiniband

Formosab5
- Hybrid Cluster, Xeon X5670 6C 2.930GHz, Infiniband QDR, NVIDIA 2070

Formosa 4
- ASUS ESC4000, Xeon X5670 6C 2.93GHz, Infiniband QDR, NVIDIA 2070

Year

2025

2025

2023

2018

2020

2017

2011

2012

2011

Vendor

ASUSTeK / Taiwan Al Cloud / Taiwan

Mobile

ASUSTeK / ASUS Cloud / Taiwan
Web Service Corporation

ASUSTeK / ASUS Cloud / Taiwan
Web Service Corporation

Quanta Computer / Taiwan Fixed
Network / ASUS Cloud

Quanta Computer / Taiwan Fixed
Network / ASUS Cloud

Fujitsu
Acer Group

Self-made

Asus

Cores

256,960

40,880

62,496

170,352

50,400

27,200

26,244

4,968

4,752

Rmax
(GFlop/s)

Rpeak
(GFlop/s)

81,552,000 117,920,000

13,060,000

3,532,920

9,000,000

2,297,560

1,325,150

177,100

89,940

70,430

19,010,880

3,999,740

15,208,230

4,354,560

2,088,960

231,859

155,079

148,336
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€’ NCHC@TOP500 History (1992~2010)

System
IBM1350(IRIS) Expansion

xSeries x3550 Cluster Xeon, 3 GHz, Infiniband

IBM1350(IRIS)

xSeries x3550 Cluster Xeon, 3 GHz, Infiniband

Cluster Platform 6000

rx2600 [tanium?2 1.5 GHz, Quadrics

Formosa PC cluster
Pentium4 Xeon, 3.0/2.8 GHz, Gig Ethernet

Formosa PC cluster
Pentium4 Xeon, 2.8 GHz, Gig Ethernet

pSeries 690 Turbo 1.3GHz
Integrity Superdome 1.5GHz, Hplex
pSeries 690 Turbo 1.3 GHz, GigEth
SP Power3 375 MHz

SP2/110

SP2/80

SP2/32

SP2/24

ES 9000-900

9076-002 SP1

C3840

Year

2007

2007

2004

2004

2003

2002
2003
2002
2000
1998
1996
1994
1994
1992
1994
1992

Vendor Cores
IBM 2,080
IBM 2,072
HPE 384

Self-made 340
Self-made 300
IBM 256
HPE 128
IBM 256
IBM 168
IBM 110
IBM 80
IBM 32
IBM 24
IBM 6
IBM 16
Hewlett-Packard (Convex) 4

Rmax
(GFlop/s)

Rpeak
(GFlop/s)

19,910

19,910

2,027

1,166

1,001.50

736.6
642.9
590.2
171
20.4
15.2
5.8
4.4
1.5
1.2
04

24,960

24,860

2,304

1,920

1,680

1,331.20
768
1,331.20
252

29.2
21.3

8.5

6.4

2.7

2

05
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TVEN > Top500 No.29 : 81.55 PFlop/s
> Green500 No.73

SNSRI = B - LIH200RGB200R & 2218 -
hHEEEEEEAIER - 5TB5220&8NVIDIA
H200 & 2 &NVIDIA GB200Alfalflkzs - FE£H296

FNVIDIA Hopperst&iNiEzs

45 4 400 5. Hardware
B 452204 HGX NVIDIA H200 8-GPU iE& &%k Cores: 256,960
- 2E NVIDIA GB200 NVL72(GBRAARREAIKHPCES) Processor: Xeon Platinum 8480+ 56C 2GHz
A InfiniBand 400Gbps& R4 2218 Interconnect: InfiniBand NDR400
10 PBE AR S Power Consumption
Power: 2,214.11 kW

https://top500.org/system/180421/
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2%HIntel Xeon Platinum 8480+ (=& 8480CL)
85 NVIDIA H100 GPUE(8 5 NVIDIA H200 GPU
8{[E InfiniBand 400Gb/sAg & IE

2TB s [Ef

https://top500.0rg/system/180384/

20255

L
=

PR AR #5

2025.06 B RHE1T

» Top500 No.118 : 13.06 PFlop/s

» Green500 No.72

mEIFTEE—HEH . REIXIIEEBEET] - IFE
IREFNERAIRH  HFBAYSREXREBHANNE -
5TB215NVIDIA H100LA & 16&NVIDIA H200AI1E]
AREs - 25296 A NVIDIA Hopperzt &%k 28

Hardware

Cores: 43,216

Processor: Xeon Platinum 8480+ 56C 2GHz
Interconnect: InfiniBand NDR400

Power Consumption
Power: 424.6 kW
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« 2023118517
» Top500 No.221 : 3.53 PFlop/s
» Green500 No.91
« 9.2 PBlerE=E/NEAEIAR 200Gbps
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. EEAEN—H

CPUE
Hardware
Cores:
Processor:
Interconnect:
Power Consumption

Power:

- IRRIEEEL —RZ2E/

62,496
Xeon Platinum 8480+ 56C 2GHz
InfiniBand NDR200

614.87 kW
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202159
« 2020.115RBHT

3 A A AR 75

» Top500 No0.181 : 2.7PFlop/s
» Green500 No.69
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Hardware

Cores:

Processor:
Interconnect:

Power Consumption

Power:

B STEBAN AR R AR -
RIFEE  IRIERE - FFEEER

50,400
Xeon Platinum 8280 28C 2.7GHz
InfiniBand HDR100

563.85 kW
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Power:

2019F 10 A AR #5
2018 11 EZRHET

» Top500 No.20 : 9 PFlop/s
> Green500 No.10: 1.2 PUE
2016 GPUs / 252 nodes / 9072 CPU cores

BIAERERAGPURE AR In v 2 AlBAR &k

ERRE=TEME - E=8

TOAIE RS R
Hardware
Cores: 170,352
Processor: Xeon Gold 6154 18C 3GHz
Interconnect: Mellanox InfiniBand EDR

Power Consumption

797.54 kW
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Hardware

Cores: 27,200

Processor: Xeon Gold 6148 20C 2.4GHz

Interconnect: Intel Omni-Path

Power Consumption

Power:

332.00 kW
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# @& Windrider
FLEXIRIEB N EEE N (ALPS)

Advanced Large-scale Parallel Super-cluster

7 %%%

1R2008F " FHE\REBRIIE % 1 RED - BrE
EERNSRTENEERD D - AERIEERES -
THEE. 2% U (EFEEE) ERmuiEE
KB MBEER THEMmT, ZHMmE - BE
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201147
2010.115REk1T
» Top500 No.42:177 TFlop/s

> Green500 No.25

25,600 Coresat&1zi/v/ 73,728 GBELEEE / 1074
TBEE'&%T

£8 % A1 ATop5007150% 2 B R ER
ACPULRIE 253 AR R RENS

I B AR TS

[X]

Hardware

Cores: 26,244

Processor: Opteron 6174 12C 2.2GHz
Interconnect: Infiniband QDR

11
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HP XC6000 Cluster HP Superdome HP Superdome I IBM Cluster 1350 IBM Cluster 1350

IBM P595 IBM P690 A IBM P690 IBM SMP SP2 SGI Origin 3800

12



&/ IBM1350-Expansion

= Date Installed : 2008/12

= Computing Nodes : 128
> Model - IBM System x3550
» CPU - Intel X5450 3.0 GHz Quad-Core x 2
> Memory - 16 GB
> Hard Disk - 3.5" 146 GB 15k rom SAS HDD x 2
> Interconnect - Gigabit ethernet

= Storage
> 8 DS4000 EXP810 Storage Expansion Units

» Hard Disk(External) - 300GB 15k rpom HDD x 128
(total)

mPerformance
>Rpeak : 12 Tflops
>Rmax : 6.6 Tflops

m Targeted usage

» Highly parallelized program
requiring 16 GB at each node and
low requirement of data
transferring among different
nodes

13



€’ IBM1350 (IRIS)

m Date installed : 2007/06

m Computing nodes : 512
> Model - IBM System x3550
> CPU - Intel Woodcrest 3.0 GHz Dual-Core x 2
» Memory -16 GB
> Hard Disk - 3.5" 146.8GB 10k rpom SAS HDD x 2
> interconnect - Voltair PCI-E DDR IB HCA x 1

m Storage nodes : 8

> Model - IBM System x3650
> CPU - Intel Woodcrest 3.0 Ghz Dual-Core x 2
> Memory - 8 GB

> Hard Disk(Internal) - 3.5" 146.8GB 10k rpm SAS
HDD x 2

> Hard Disk(External) - 146.8GB x 256 (total)

2007/6/26 TOP500 % 3D =

B Performance

> Rpeak : 24.6 Tflops
> Rmax :19.0 Tflops

m Targeted usage

> Highly parallelized program
requiring 16 GB at each
node and medium to low
requirement of data
transferring among different
nodes

14



& Hp Superdome 2

m Date Installed : 2008/7
s Computing node : 1
> Model — HP Integrity Superdome

» CPU - dual-core Intel Itanium 2 (64 Bit) 1.6GHz
/ 18M cache) * 44

> Memory -1TB
= Total Disk: 5.5TB

m Performance
> Rpeak : 0.6 Tflops
> Rmax : 0.5 Tflops
m Targeted usage

» Very large single node memory requirement
> Computational domain hard to be decomposed
» Large data transfer among different CPU’s

15
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m Formosal Cluster — 2003 m Formosa 4 Cluster -2011
- BNEEEEEINEE 2 ABEKNEERR .
. (2003.11) - Green500 No.37
- EABERNMEE : IBEm1EL1,680 GF - MEEEAZE 57.9% - 70TF
. BaMNEEYE
» Formosa2 HPC Cluster — 2005 CPU+GPUREEREFE
. ENEEEE YRR A B E L 4 m Formosa 5 Cluster-2012
- BR6ANITTEZ /OB E|InfiniBand BiEE A 2L1E .
. BABEREBE : IBIREL1.654 TF - BEEMZE: 73% - Green500 No.62
. 89.94 TF
m Formosa 3 Cluster—-2010 . CPU+GPUB&RIBET A

- REImat E#il(Cloud Computing)
- A EREEMT(Virtualization)
- ZIREHBEEE (Green Computing) %
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€’ SUN GPU Cluster

1.Sun GPU Cluster Computing Nodes - 44 computing nodes.

Each computing node consists of :

System model : Sun X4170

CPU : Intel X5570 2.93GHz x 2

GPU : Nvidia S1070 1.44Ghz with 4GB GDDR

Memory : 24 GB ECC DDR3-1066

Disk : 300 GB SAS Disk

Network : Intel Corporation 82575EB Gigabit Ethernet
InterConnection : Mellanox MT26428 ConnectX IB 4x QDR

2. Storage Nodes - 2 storage nodes . Each storage node consists of :

System model : Sun X4170

CPU : Intel X5570 2.93GHz x 2

Memory : 24 GB ECC DDR3-1066

Disk card: 8Gbps PCI-E G2 Dual Port Emulex 27001
Network : Intel Corporation 82575EB Gigabit Ethernet
InterConnection : Mellanox MT26428 ConnectX IB 4x QDR
External Disk : IBM DX4700

3. Network
Gigabit Ethernet Switch : 3Com 4200G GE Switch x 3
Infiniband QDR Switch : Voltaire Grid Director 4036 x 3

17
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